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Module-l
a. Define well posed learning ppblgrn with an example.
b. Explain the major applicationq efthe machine leaming.
c. Apply the candidate eliifiiriation algorithm for the.q'&llowing data

bias for candidate elimination algorithm.
Design a learning system in detail for playing cheekers problem.

Module-2
Define decision tree..Explain the appropriatei'problems for decision tree learning. (06 Marks)
Mention the diffei8fft isiues in decision tree'learning and exp.lain any two in detail.

(10 Marks)

,., OR
Differentiate befween restriction bias and preference bias with an example. (03 Marks)
Define entropy and information gain. (03 Marks)
Constroct the decision tpge,fti the given data samples using ID3 algorithm. Represent the

tree with the helo of ls
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(06 Marks)
(10 Marks)
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Time:3 hrs. Max. Marks: 80

Note: Answer any FIVE full questions,'0hoosing ONE full question from each module.

(02 Marks)
(04 Marks)

samples. Give the
m for the same,

Data sample Skv 'Air Temn Humidiw Wintl Water Forecast Eniov sports
i
2

3

4

SpanY,,

S,unby
R.ainy
Sunny

Warm
Warm
Cold

Warm

Normal
High
High
Hish

Strong
Strong
Strong
Strong

Warm
Warm
Warm
Cool

Same
Same

Change
Chanse

Yes
Yes
No
No

(10 Marks)

OR
Explain the futility of bias free learning for any concepilearning method, Give the inductiv,e

Sunny
Sunny

Overcost
Rain
Rain
Rain

Overcost
Sunny
Sunny
Rain

Sunny.
Overcost
Overcost

,Rain

No
No
Yes
Yes
Yes
No
Yes
No
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Yes
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Yes
NoStron

Humidi
Hot I High
Hot i High
Hot I HiAh
Mild I High
Cool ,l Normal
Cool I Normal
Cool I Normal
Mild I High
Cool I Normal
Mild I Normal
Mild. I Normal
Mild I High
Hot I Normal
Mild I ui
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OR
6 a. Explain the sigmoid function in detail,, (04 Marks)

b. Give the algorithm of back propagation"'for the multilayer nqural network and explain the

derivation of : (i) Output unit weighti ' (ii) Hidden unit weights (12 Marks)

r,1r: Module-4
7 a. Define Bayes theorem. ExpJaih in detail the different features of Bayesian ,.r*in8io6 

Marks)

b. Consider a rnedical diagnosis problem in which there are 2 altemative hypothesis

(i) the patient lrur i,particular form of cancer @ positive and (ii) the patient does not O
. negative. We havo'prior knowledge that ovgi,flib'entire population of people only 0.008 have

this disease. The test returns a correct positive result in only 98Yo of the cases in which the

disease is aitually present, and a 
"oo.tt 

negative result in only 97% of the cases in which

the disease is not prcsent. Find out 
$o,gg.new 

patient have ca.q-cer or not' (10 Marks)

Module-3
5 a. Define perceptron. Give the representation of different Bdblean

b. Dilfbrentiate between perceptron training rule anddelta rule.

c. Explain the derivation of gradient descent with,an'6lgorithm'

9 a. Differentiate between true error and,e-ample error.
b. Give the following definitions of sampling theory:

(i) Randomvariable -,,,r.':''",'.r'': (ii) froUUititydistribution
(iii) Mean
(v) Standard 6"vi41iprr..,,l::111r1l,,,,,"

(vii) Normal distribution
(ix) Estimator and esEmation bias

Mention different methods of Bayes theorem used fur.,eoircept leaming, E--xnlain any one in
detail. (06 Marks)

Explain Naive Bayes Cla_ffier (BC) learning m&hbd. For the training,,examples (samples)

given in question aC applyNBC to classifu thej'following novellnstdnce.
(Outlook: Sunny, Temperature = Cool, ffu'ryidity : High, Wind'+,,Strong) (10 Marks)

(iv) Variance
(vi) Binomial distribution

. (VtillCentral limit theorem

.$) N% confidence interval

, l5cs73

fu nctions by perceptron.
(05 Marks)
(05 Marks)
(06 Marks)

(06 Marks)

(10 Marks)

(04 Marks)

(12 Marks)

8a.

b.

10 a.

b.

'cR \
What is reinforcement learning? Give an example.
Write short noteS on:
(i) K-Neaiest Neighbour I eaming
(ii) Locally Weighted Reggssion
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